Portability of an algorithm to identify rheumatoid arthritis in electronic health records
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ABSTRACT

Objectives Electronic health records (EHR) can allow for the generation of large cohorts of individuals with given diseases for clinical and genomic research. A rate-limiting step is the development of electronic phenotype selection algorithms to find such cohorts. This study evaluated the portability of a published phenotype algorithm to identify rheumatoid arthritis (RA) patients from EHR records at three institutions with different EHR systems.

Materials and Methods Physicians reviewed charts from three institutions to identify patients with RA. Each institution compiled attributes from various sources in the EHR, including coded data and clinical narratives, which were searched using one of two natural language processing (NLP) systems. The performance of the published model was compared with locally retrained models.

Results Applying the previously published model from Partners Healthcare to datasets from Northwestern and Vanderbilt Universities, the area under the receiver operating characteristic curve was found to be 92% for Northwestern and 95% for Vanderbilt, compared with 97% at Partners. Retraining the model improved the average sensitivity at a specificity of 97% to 72% from the original 65%. Both the original logistic regression models and locally retrained models were superior to simple billing code count thresholds.

Discussion These results show that a previously published algorithm for RA is portable to two external hospitals using different EHR systems, different NLP systems, and different target NLP vocabularies. Retraining the algorithm primarily increased the sensitivity at each site.

Conclusion Electronic phenotype algorithms allow rapid identification of case populations in multiple sites with little retraining.

Electronic health records (EHR) can improve patient care and safety, reduce costs, and improve guideline adherence. As EHR contain a longitudinal record of patient disease, treatment, and outcomes, EHR can also be a valuable tool for conducting clinical and genomic research studies. Several recent studies have demonstrated that genomic research can be performed using subjects derived entirely from EHR.¹⁻⁵ Typically, research populations are derived using ‘phenotype algorithms’ that combine structured data with unstructured, narrative data from the EHR. These algorithms often take significant human effort and time to develop, requiring domain expertise, programming skills, and iterative evaluation and development. Given the potentially significant up-front development cost, it is of interest to determine if such algorithms can be easily ported to new institutions. The accuracy of such phenotype algorithms applied across multiple institutions with heterogeneous EHR has not been broadly evaluated, although recent work in the Electronic Medical Records and Genomics (eMERGE) Network has demonstrated this for some algorithms.⁶⁻⁸

Rheumatoid arthritis (RA) is the most common autoimmune inflammatory arthritis worldwide and affects 1.3 million adults in the USA.⁶ It has previously been studied using phenotype algorithms to identify RA case cohorts.¹⁻² Early genetic studies of EHR-linked cohorts of RA patients have been replicated in known associations.¹⁻² Further development of collections of EHR-linked cohorts for RA and other phenotypes may enable not only enhanced understanding of disease risks but also the investigation of outcomes and treatment responses.

Previous phenotyping studies have demonstrated some of the challenges to defining populations retrospectively in the EHR. Liao et al.¹ developed an electronic algorithm to identify RA patients using logistic regression operating on billing codes, laboratory and medication data, and natural language processing (NLP) concepts, with a 94% positive predictive value (PPV) and sensitivity of 63%. In this study, we test the portability of a trained algorithm developed at one institution to identify RA status for patients at two separate institutions using independent EHR systems. We demonstrate that this algorithm can be successfully ported to new institutions while maintaining a high PPV. Algorithm portability could eliminate a significant amount of redundant effort and allow the collection of larger, more homogenous disease cohorts from multiple sites.

BACKGROUND AND SIGNIFICANCE

Although designed primarily for clinical care and administrative purposes, EHR are becoming an important tool for biomedical and genomic research. These comprehensive records typically include demographics, hospital admission and discharge treatment data, laboratory test results, and medication records. The ability to query these databases for specific populations or conditions can provide valuable insights into disease epidemiology, treatment response, and genetic associations. However, developing and validating phenotype algorithms from EHR records can be a complex and time-consuming process, often requiring significant human effort and expertise. The development of methods to evaluate and port these algorithms across different EHR systems is critical for expanding the utility of EHR-based research and improving the efficiency of disease cohort identification.

The study by Liao et al.¹ demonstrates the potential of electronic phenotype algorithms in identifying patients with RA from EHR data. By developing a logistic regression model using billing codes, laboratory results, and medication data, they achieved a high positive predictive value (PPV) of 94% and a sensitivity of 63%. This study highlights the importance of considering a comprehensive set of features when developing phenotype algorithms, as each institution may have unique data availability and coding practices.

In the present study, the authors evaluate the portability of the previously published RA phenotype algorithm across different EHR systems at three institutions: Partners Healthcare, Northwestern University, and Vanderbilt University. They compare the performance of the published model with locally retrained models, taking into account variations in data availability and coding practices.

**Objectives**

The primary objective of this study is to evaluate the portability of a previously published phenotype algorithm for identifying RA patients across different EHR systems. The authors aim to assess whether the algorithm can maintain or improve its performance when applied to new institutions, thereby facilitating the extension of EHR-based research to a broader range of clinical settings.

**Materials and Methods**

The study involves three institutions: Partners Healthcare, Northwestern University, and Vanderbilt University. Physicians review patient charts from these institutions to identify patients with RA. Each institution compiles attributes from various sources in the EHR, including coded data and clinical narratives, and uses different natural language processing (NLP) systems to search for relevant information. The performance of the published algorithm is compared with locally retrained models, considering variations in data availability and coding practices.

**Results**

Applying the published model from Partners Healthcare to datasets from Northwestern and Vanderbilt Universities, the area under the receiver operating characteristic curve (AUC) was found to be 92% for Northwestern and 95% for Vanderbilt, compared with 97% at Partners. Retraining the model improved the average sensitivity at a specificity of 97% to 72% from the original 65%. Both the original logistic regression models and locally retrained models were superior to simple billing code count thresholds.

**Discussion**

These results show that the previously published algorithm for RA is portable to two external hospitals using different EHR systems, different NLP systems, and different target NLP vocabularies. Retraining the algorithm primarily increased the sensitivity at each site, demonstrating the algorithm’s adaptability to new institutions.

**Conclusion**

Electronic phenotype algorithms allow rapid identification of case populations in multiple sites with little retraining. This study highlights the potential for porting phenotype algorithms across different EHR systems, facilitating the expansion of EHR-based research into new clinical settings.
notes, progress notes, outpatient clinical notes, medication prescription records, radiology reports, laboratory data, and billing information. These data are electronically stored generally as either codified data or narrative (free text) data. These data can then be extracted into ‘research data marts’ that allow for efficient querying and analysis. Examples of such data marts include the Partners data mart developed using informatics for integrating biology and the bedside (i2b2) technology, the Mayo Clinic Enterprise Data Trust, the Vanderbilt Synthetic Derivative, and the Northwestern Enterprise Data Warehouse. The Vanderbilt Synthetic Derivative and the Northwestern Enterprise Data Warehouse also allow for prospective de-identification.

The early methods of phenotype identification focused primarily on the use of the International Classification of Diseases, version 9 CM (ICD-9) billing code data, but these studies often found performance limitations for sensitivity and/or PPV. NLP methods have been used to gather more information about patients from their EHR. In Savova et al., NLP was shown to predict peripheral arterial disease status with sensitivities between 75% and 96% and PPV between 65% and 99%. A study by Penz et al. found that NLP methods were able to identify 72% of central venous catheter placements, while administrative data only identified less than 11% of those patients. Friedlin et al. found that NLP methods outperformed ICD-9-based methods to identify pancreatic cancer patients; the NLP methods achieved a PPV of 84% and a sensitivity of 87%, while the ICD-9-based methods had a PPV of only 58%, with a sensitivity of 95%.

This step is made possible by the steady development of NLP methods over the past two decades, improving both capabilities and accuracy. Currently, there is a variety of NLP tools available to extract information from free text in EHR, including the medical language extraction and encoding system, the KnowledgeMap Concept Identifier (KMCI), the clinical Text and Knowledge Extraction System (cTAKES), the Health Information Text Extraction (HITEx) system, and MetaMap. These systems map medical terminology from free text to controlled vocabularies, such as the unified medical language system (UMLS). In addition to the identification of structured concepts, the surrounding semantic context of those concepts can be determined. Contextual features include negation (eg, ‘no history of RA’), status (eg, ‘discussed RA treatment’), and clinical note section location (eg, ‘family medical history of RA’). Modern NLP systems can incorporate these features to improve sensitivity and/or PPV of concept identification.

The original RA algorithm of Liao et al. used HITEx to find relevant disease names, medications, and laboratory results. This system employed a series of regular expressions to find relevant concepts, as well as clinical note section identification and concept negation detection. Use of HITEx in that study was shown to improve sensitivity from 51% to 63% and PPV from 88% to 94% over algorithms operating only on structured data, resulting in the identification of approximately 25% more patients. The ability of higher level phenotype identification algorithms to integrate the results from differing underlying NLP engines and concept dictionaries (ie, UMLS vs custom regular expressions) has not previously been studied.

There now exist large, independent biorepositories of genetic information linked to EHR data that can be used to identify genetic predictors of disease and treatment response. To create larger patient pools to increase the power of studies, especially for diseases with low prevalence, cohorts must be combined across these biorepositories. Ongoing collaborations, such as the pharmacogenomics research network and the electronic medical records and genomics network, include multiple institutions with EHR-linked biobanks that could utilize portable phenotype algorithms to accelerate cohort generation and scientific discovery.

**METHODS**

**Patient selection**

**Vanderbilt University**

A database was created using Vanderbilt University Medical Center’s Synthetic Derivative, a de-identified copy of the EHR system. Synthetic Derivative records are linked to DNA samples obtained from blood left over after routine clinical testing. This biorepository, named BioVU, currently contains over 129,000 samples as of August 2011. A full description of this database has been published previously. From the first 10,000 adults accrued into BioVU (age ≥ 18 years), we selected all subjects with at least one ICD-9 code for RA or related diseases (714.x), excluding those with only the ICD-9 code for juvenile rheumatoid arthritis (JRA; 714.3). We randomly selected 376 de-identified records that were then reviewed by rheumatologists (AEE, CSB) to confirm or reject the diagnosis of RA.

**Northwestern University**

A database was created using the Northwestern medical Enterprise Data Warehouse (EDW). The EDW is an integrated repository of over 11 terabytes of clinical and biomedical research data. It contains data on over 2.2 million patients, derived primarily from Northwestern Memorial Hospital (inpatient and outpatient records) and the Northwestern Medical Faculty Foundation (outpatient records). At the time of this study, the EDW contained 6124 patients with at least one ICD-9 code for RA or related diseases (714.x), excluding those who had died, were under the age of 18 years, or containing only the JRA code (714.3). We randomly selected 400 patients from among this set for review by a rheumatologist (AMM) to confirm or reject the diagnosis of RA.

**Partners Healthcare**

As previously described, a database was created from the Partners Healthcare EHR utilized by Brigham and Women’s Hospital and Massachusetts General Hospital. The Partners EHR contains approximately 4 million patients. We created a de-identified database of all potential RA patients in the EHR by selecting all patients with at least one 714.x ICD-9 code (excluding 714.3) or those who had laboratory testing for antibodies against cyclic citrullinated peptide, resulting in a database of 29,432 subjects. Patients who had died or were under 18 years were excluded. Five hundred subjects were randomly selected from this database for medical record review by rheumatologists (KPL, RoMP) to determine RA status. The published RA classification algorithm applied in this paper was developed on this training set based on RA status assigned by the reviewing rheumatologists.

**Phenotype algorithm**

The study was approved by the institutional review boards of each institution. Each EHR system contained comprehensive inpatient and outpatient records, including diagnosis, billing, and procedural codes, physician text notes, discharge summaries, laboratory test results, radiology reports, and both inpatient and outpatient medication orders. At each site, initial selection required patients to have at least one ICD-9 code for RA. This
method greatly enriches the dataset for RA cases (because population estimates would suggest that only 1–3% of randomly selected individuals would have RA). However, the sensitivity of this method is not known. To evaluate the sensitivity of a single ICD-9 code for RA, two reviewers evaluated 50 randomly selected records that did not have an ICD-9 code for RA but had a string match of ‘rheumatoid arthritis’ anywhere in their record. These records were drawn from Vanderbilt’s Synthetic Derivative.

The algorithm applied in this study was a published logistic regression model developed by Liao et al.² Seven attributes of the patients’ medical records were generated for RA and three related autoimmune diseases that can mimic RA: JRA, psoriatic arthritis, and systemic lupus erythematosus. These attributes came from both codified medical data and narrative text, represented in figure 1. The details of these attributes can be found in supplementary table 1 (available online only). One change was made to the attributes from their original publication. Instead of normalizing the ‘normalized ICD-9 RA’ attribute by the number of ‘facts’ for that individual, we normalized the RA code count using the individual’s total number of ICD-9 codes. Both are measures of the size of the health record for each individual, but the total number of ICD-9 codes is more universally available across institutions.

To adjust for the use of this alternative measure in the published model, we fit a linear regression model to Partners data with log(facts) as the outcome and log(total ICD-9 count) count as the predictor. This model was used to estimated the number of ‘facts’ for each patient from the total ICD-9 count for Northwestern and Vanderbilt individuals when applying the original model; the adjustment is presented in supplementary table 1 (available online only).

Medications were identified differently across institutions. At Partners and at Northwestern, medications were recorded in two ways: from an outpatient order entry system and from NLP on the patient’s inpatient and outpatient record using regular expression matching clinical drug names (using HITEx). In contrast, all of Vanderbilt’s medications were derived using an NLP system called MedEx, which produced RxNorm-encoded medications along with signature information.²⁹ To ensure that these NLP-derived mentions represented actual medication use, we required each medication extract to contain a reference to a dose, route, frequency, or strength, a heuristic that has worked well in previous studies.²⁰ ²¹

Table 1 displays information about the three EHR included in this study, and how each type of attribute was handled. Each institution had a different EHR system. At Northwestern, the same methods published at Partners were used to retrieve the attributes, using the HITEx NLP system with a set of customized regular expression queries (see supplementary table 2, available online only). At Vanderbilt, NLP was performed using KMCI, which was applied without customization to identify UMLS concepts with clinical note section tagging (using SecTag²⁵) and negation. The concepts were selected by hand from a list automatically generated by finding related concepts (using relationships such as parent—child found in the UMLS MRREL file) around each of the key terms, such as ‘Rheumatoid Arthritis’ (see supplementary table 3, available online only). The selection of related concepts was done by the authors (RJC, JCD) using a web-based interface developed as part of the KnowledgeMap web application, which has been described previously.²² The total time required to generate all concept expansion sets is estimated to be approximately 30 min.

**Analysis**

As shown in figure 2, we applied the published logistic regression model to the 21 attributes derived from the Northwestern and Vanderbilt research data marts. To test whether local retraining would improve model classification, we also retrained models with the original attributes using the R statistical program.²³ The glmnet package was used to train the models, and the ROCR package was used for performance measurements and receiver operating characteristic curves.²⁴ ²⁵ We applied the adaptive lasso, which selects the attributes that provide the most benefit to the model while minimizing the total number of attributes, to help avoid overfitting in these retrained logistic regression models.²⁶

We used fivefold cross-validation to measure the algorithm performance for the within-site and combined-site analyses. The dataset containing all three institutions was randomly split into five groups, stratified by both site and disease status. This method created one set of divisions that could be used for

---

**Figure 1** Algorithm overview. EMR, electronic medical record; ICD-9, International Classification of Diseases, version 9 CM; NLP, natural language processing.
training and testing the complete dataset, as well as for the individual sites’ data. The across-site analyses was trained on the complete set of one institution and tested on the complete set of another institution.

Estimates for the area under the receiver operating characteristic curve (AUC), PPV, and sensitivity were calculated using the average across each fold of the cross-validation, when applicable. When calculating sensitivity and PPV, we selected a threshold value for the logistic regression model that yielded a specificity of 97%, the same target specificity used by Liao et al.7 The PPV is the rate of true positives in those classified as positive in the algorithm, or \((\text{true positives}) / (\text{true positives} + \text{false positives})\). The sensitivity is the rate of true positives divided by all true cases, or \((\text{true positives}) / (\text{true positives} + \text{false negatives})\).

For the performance measures of the original algorithm, we applied the previously trained model to the entire dataset. In the case of Partners data, these values were determined using fivefold cross-validation.

Finally, we compared the logistic regression model with three simple ICD-9 models, based on the ideas presented in an administration database study.37 Each of the three methods used a simple threshold assignment: if the patient had greater than or equal to a given number of ICD-9 codes for RA, they were considered RA positive. The first two used fixed thresholds of one and three codes. The third used a floating threshold selected to give a specificity of 97%.

### RESULTS

Table 2 displays the demographic information for the cohorts in each of the three institutions. The mean age for all six groups was over 50 years. Vanderbilt had a higher percentage of cases confirmed by chart review than Northwestern or Partners (49% vs 26% and 19%, respectively). Importantly, at each site, patients classified as true RA patients also had billing codes for other, possibly overlapping, diseases such as systemic lupus erythematosus, JRA, and psoriatic arthritis. The EHR follow-up time, measured by the length of time from the first ICD-9 code to the last, was similar between RA and non-RA individuals, but it differed among the three institutions.

A review of 50 individuals with at least one ICD-9 code for RA demonstrated that three individuals (6%) had some positive evidence of RA. Two of those three individuals did not have any corroborating evidence (eg, medications to treat RA), and thus would not have been considered true cases in the gold standard. Given the 49.2% prevalence in our enriched population and 617 records with at least one ICD-9 code, 304 of those individuals would be expected to be RA positive. As 2–6% of records from those missed by ICD-9 selection (n = 455) may be true positives, we would expect to see between nine and 27 individuals missed in this population. Therefore, the sensitivity of selecting patients with one RA ICD-9 code would be between 92% and 97%.

The results from the algorithm analyses are shown in table 3. The AUC of the logistic regression algorithm, using the original
Each of the algorithms performed better than an algorithm requiring either one or three ICD-9 codes as a cut-off to determine RA cases when comparing PPV. The ICD-9 threshold algorithms had a much higher sensitivity than the logistic regression models. Using a floating ICD9 threshold chosen to provide 97% specificity (table 3) yielded an average decrease from the original model of 6% PPV and 22% sensitivity. The number of ICD-9 codes needed to achieve 97% specificity ranged from 29 to 53 across the three institutions. The average AUC was 7% lower for the ICD-9 only algorithm.

Figure 3 presents the receiver operating characteristic curves for each training and testing combination. Each panel contains the test results for one institution, composed of four curves, one for each training set. The within-site and combined-site curves are drawn using the average true positive rate for each false positive rate.

The betas from the logistic regression models, after using the data with normalization by an unadjusted total ICD-9 count at Northwestern was an AUC of 84%, sensitivity of 8%, and PPV of 47%, and at Vanderbilt it was an AUC of 90%, sensitivity of 53%, and PPV of 94%. In general, retraining the algorithm and testing it at that institution yielded small performance improvements. The performance of the algorithm when trained and tested on Northwestern’s data had an AUC of 92%, which was lower than the cross-validated AUC of 97% at both Vanderbilt and Partners.

Table 3 shows that at a 97% specificity threshold, sensitivity improved significantly when models trained using local institutional data. Sensitivity ranged from 43% to 74% for models trained using no local data, and from 65% to 82% in models trained on local data, including the models trained on combined data from all three sites.

### Table 3 Model performance

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Testing set</th>
<th>Partners (n = 500)</th>
<th>Northwestern (n = 390)</th>
<th>Vanderbilt (n = 376)</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RA</td>
<td>Non-RA</td>
<td>RA</td>
<td>Non-RA</td>
<td>RA Non-RA</td>
</tr>
<tr>
<td></td>
<td>PPV</td>
<td>Sensitivity</td>
<td>AUC</td>
<td>PPV</td>
<td>Sensitivity</td>
</tr>
<tr>
<td>Published algorithm</td>
<td>88%*</td>
<td>79%*</td>
<td>97%*</td>
<td>87%</td>
<td>60%</td>
</tr>
<tr>
<td>Retrained with</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northwestern</td>
<td>79%</td>
<td>47%</td>
<td>89%</td>
<td>87%</td>
<td>73%</td>
</tr>
<tr>
<td>Vanderbilt</td>
<td>85%</td>
<td>74%</td>
<td>97%</td>
<td>82%</td>
<td>40%</td>
</tr>
<tr>
<td>Combined</td>
<td>86%</td>
<td>71%</td>
<td>97%</td>
<td>86%</td>
<td>65%</td>
</tr>
<tr>
<td>ICD-9 only†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥1 RA code</td>
<td>22%</td>
<td>97%</td>
<td>N/A</td>
<td>26%</td>
<td>100%</td>
</tr>
<tr>
<td>≥3 RA code</td>
<td>55%</td>
<td>81%</td>
<td>N/A</td>
<td>42%</td>
<td>87%</td>
</tr>
<tr>
<td>97% Specificity</td>
<td>80%</td>
<td>49%</td>
<td>88%</td>
<td>80%</td>
<td>36%</td>
</tr>
<tr>
<td>Code count for 97% specificity</td>
<td>53</td>
<td>29</td>
<td>48</td>
<td>43.3</td>
<td></td>
</tr>
</tbody>
</table>

*The PPV and sensitivity values reported represent model performance with a specificity set at 97% for logistic regression models.

†ICD-9 cut-off used the count of 714.* codes, excluding codes for juvenile RA (714.3*).

The PPV and sensitivity values reported are drawn using the average true positive rate for each false positive rate.

*These results are from a fivefold cross-validation on the Partners training set. The PPV and sensitivity as published in Liao et al was calculated from a separate Partners validation set (PPV 94%, sensitivity 63%).

AUC, area under the receiver operating characteristic curve; ICD-9, International Classification of Diseases, version 9 CM; PPV, positive predictive value; RA, rheumatoid arthritis.
in supplementary table 1 (available online only). The betas and attributes selected via lasso were different among each trained model. However, the directions of the effects for similar classes of features were similar among different models. All training and testing combinations yielded AUC greater than 88%.

**DISCUSSION**

These results show that a previously published logistic regression method developed at one institution is portable to two independent institutions that utilize different EHR systems, different NLP systems, and different target NLP vocabularies. These results are among the first to establish phenotype algorithm portability across EHR systems. The use of existing, validated phenotype algorithms in EHR linked to DNA biobanks may enable the collection of large patient cohorts from multiple institutions at a relatively low cost.

The published logistic regression model improved sensitivity by 22% and PPV by 7% compared with the optimal ICD-9 count threshold, demonstrating the added value of more complex phenotyping algorithms. In a practical setting assuming 1000 patients with at least one RA ICD-9 code and a 25% prevalence, the improved performance of the logistic regression model would yield 72 additional true cases (163 vs 108, a 51% increase) while also returning slightly fewer false positives (18 vs 20) compared with using the 97% specificity ICD-9 count threshold.

The ICD-9 threshold algorithm results reflect the shortcomings of relying on only billing data for phenotype identification. This study shows that it is possible to achieve reasonable PPV (≥80%) for RA using only ICD-9 codes, but the number of ICD-9 codes required for optimal performance was much higher than the number typically used (eg, three or more codes). Moreover, the high thresholds of between 29 and 55 codes that were required for optimal PPV performance resulted in low sensitivity (eg, 36% at Northwestern). The variable performance of the ICD-9 algorithm suggests broader issues in EHR phenotype identification: individual physicians diagnose and treat with their own biases, leading to different phenotypic ‘fingerprints’ in the EHR that may be unique to their institution or their personal practice. More complex algorithms utilizing more sources of information may offset some of this variability. Indeed, other publications by the authors and others have found such use of multimodal information critical to accurate phenotyping.1 3 4 7 38 39

Application of the published logistic regression model required some modifications to the original version. The original algorithm called for using the total number of ‘facts’ (including billing codes, notes, and NLP-derived attributes, among other items) found in the EHR of each individual to normalize an attribute. In the context of Partners Healthcare, this choice allowed for the most comprehensive estimation of record size. We found that the number of notes, visits, and NLP-derived attributes varied among institutions based on non-patient factors (eg, what NLP system was used, what constituted a ‘note’ in the system, and the length of EHR data capture). Therefore, when applying the model at other institutions, we selected the total ICD-9 count as a normalizing metric representing record size. After this adjustment, performance of the published model was consistent with the retrained models. The change to ICD-9 normalization allowed this paper to present all necessary elements of the algorithm in the supplementary tables (available online only) in such a way that they could easily be ported to other EHR using various NLP systems.

The individuals from Northwestern had on average a shorter EHR follow-up time (approximately 6 years) than those individuals from Vanderbilt and Partners (approximately 9–10 years). This may explain the lower ICD-9 threshold found at Northwestern, as the average individual in their cohort had less interaction documented in the EHR. Given the demonstrated importance of count data in the logistic regression model, this could also impact performance by increasing the overlap between long-standing RA patients and those shorter-term misdiagnoses.

Although different NLP systems were used to extract disease mentions at the different institutions, each method produced similar results, supporting the portability of these algorithms across NLP systems. Partners and Northwestern used regular expressions developed specifically for this task, applied via HITEX. Vanderbilt used lists of existing UMLS concepts that represented these regular expressions, without any UMLS synonym augmentation, found by means of a general purpose NLP system, KMCI. Both systems support concept identification, negation detection, and section tagging. Although the recall and precision of the NLP engines themselves were not rigorously evaluated, the similar overall performance suggests that generic UMLS NLP systems may be sufficient for good performance in at least some specific phenotype identification tasks.

---

**Figure 3** Receiver operating characteristic curves for each test set. The vertical line represents the 97% specificity cut-off used in this study. The test performance at Partners, Northwestern, and Vanderbilt are found in (a), (b), and (c), respectively.
Different medication retrieval systems were used by each site, but each performed well. Partners and Northwestern used codified data reported by their EHR in addition to NLP-derived data from their patient records. Vanderbilt used NLP to retrieve medications from both prescribing tools and patient records. Using an approach that captures both codified and NLP information from the EHR can improve performance by capturing orders not entered electronically or from outside providers. However, NLP methods are more likely to misinterpret a medication as being prescribed that may have been mentioned in another context. One example of a misinterpretation would be a medication listed under known allergies, and another is a hypothetical statement, for example, ‘Discussed starting methotrexate’ in a patient note. To minimize these false positives, we required the presence of dosing attributes in the MedEx-derived medication mentions. It is interesting to note that the medications attributes were not selected when the model was retrained with Vanderbilt data. Although the lasso coefficient reduction method did not select the medication attributes, there was a significant univariate association ($p<10^{-5}$) between each drug category and RA status. Further investigation revealed that the medication data were largely collinear with the RA ICD-9 count.

The change in PPV for the Partners dataset from the Liao et al7 publication to the cross-validated model presented here is partly due to the difference in the prevalence of RA between the datasets. The validation set used in the Liao et al7 publication was composed of algorithm-predicted RA patients, meaning the prevalence was much higher than the training set used in this study, which had a prevalence of 20%. The higher prevalence of RA in the Vanderbilt dataset explains the higher PPV for that institution. The AUC, representing error rates, is similar for the logistic regression model at all three institutions as it is not affected by disease prevalence. The simple ICD-9 algorithm had an AUC at Vanderbilt of 95% compared with the average of 88%, suggesting that billing practices at Vanderbilt may be an underlying factor that improved performance at that site.

Several limitations caution interpretation of these results. This study only evaluated one chronic disease. Other diseases and findings may perform differently. Algorithms for identifying other conditions may not be portable. Also, only a logistic regression model was evaluated in this study. Other machine learning methods, such as support vector machines or decision trees, may not be as portable to other locations. Although we attempted to standardize the review process across each of the sites, individual site reviewing practices and categorizations may have varied, leading to differences in how true positives were classified. Finally, implementation of this class of algorithms requires a vast research infrastructure to enable easy querying of data and to support the necessary system intensive processes, such as NLP and medication extraction tools; such research data marts therefore require significant institutional investment. Freely available tools, such as i2b2, and the future development of commercial EHR systems may lower the barriers to the development of research data warehouses.

**CONCLUSION**

This study showed that a previously published logistic regression model for RA identification, while not specifically designed to be portable, was successfully implemented at two independent medical centers using different EHR and NLP systems. This work suggests that phenotype identification algorithms may be more broadly portable, a model that could significantly speed the reuse of EHR data for research as well as allow the linking of EHR for large-scale collaborations. Future work should extend this to evaluate different algorithmic methods, phenotypes investigated, and local variability in clinical data including how it is reported, stored and processed.
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