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Abstract A risk analysis framework was used to examine the implementation barriers that may hamper the successful implementation of interorganizational clinical information systems (ICIS). In terms of study design, an extensive literature review was first performed in order to elaborate a comprehensive model of project risk factors. To test the applicability of the model, we next conducted a longitudinal multiple-case study of two large-scale ICIS demonstration projects carried out in Quebec, Canada. Variations in the levels of several risk dimensions measured throughout the duration of the projects were analyzed to determine their impact on successful implementation. The analysis shows that the proposed framework, composed of five risk dimensions, was very robust, and suitable for conducting a thorough risk analysis. The results also show that there are links between the quality of the risk management and the level of project outcomes. To be successful, it is important that the implementation efforts be distributed proportionally according to the importance of each of the risk factors. Furthermore, because the risks evolve dynamically, there is a need for high responsiveness to emerging implementation problems. Thus, implementation success lies in the ability of the project management team to be aware of and to manage several risk threats simultaneously and coherently since they evolve dynamically through time and interact with one another.

Introduction

Most industrialized countries have undertaken major reforms of their health care systems during the last few years. These reforms have attempted to strengthen the primary health care sector and favor the emergence of integrated health care networks as a new model of care organization.1–3 Within the context of this new model, patients need to have access to various points of care, where both the best intervention and the lowest cost structure are available, according to the severity of the illness. Given the geographic dispersion of these points of care, the interaction of many health specialists and the need to balance the complex sequence of events required to care for each patient, the emerging network organizations cannot be efficient and productive without substantial application of information technology (IT). Clinical information must follow the patient so that the health specialists can coordinate their activities and offer efficient integrated care.

To fully benefit from these new models of care, interorganizational clinical information systems (ICISs) must be developed and used. Several countries have undertaken various forms of such large-scale interorganizational initiatives. For instance, in 2004, the U.S. Department of Health and Human Services released a strategic framework that calls for the creation of Regional Health Information Organizations that would provide local leadership for the development, implementation, and application of secure health information exchange across care settings.2 A similar road map was worked out in Canada a few years ago and gave birth to large pilot projects of health information networks such as interorganizational diagnostic imaging systems and regional master patient index projects.3 Great Britain has also made large investments to deploy electronic medical records across its entire health care system. On a smaller scale, France just launched a call to tender for an electronic medical record demonstration project for its public health care system.

As reported in the scientific and professional press, many ICIS projects have recently failed for reasons such as inadequate buy-in and conflicting organizational missions, the need for centralized databases, data ownership issues, lack of financing, deep-seated professional and institutional resistance, and the high cost of network technology.1,2,4–7 Recent improvements in IT, notably network technology and clinical information standards, have removed some of these barriers creating a more favorable environment. However, the development of interorganizational systems remains very complex and their implementation highly risky. In the present paper, we use a risk analysis approach to broaden and strengthen our understanding of ICIS project
实施障碍。我们基于信息系统项目的风险分析和医疗信息学文献，以增加知识的重要性。在追求这一目标过程中，本文提出了风险分析框架，并讨论了五个不同的风险维度，我们将根据这些风险维度进行分析。

### Risk Typology

风险分类

识别与信息系统实施相关的风险，可以作为管理者、临床医生和IT专家面临的重大挑战。在这些领域中，存在许多方式和方法，其中有些是兼容的，有些是不兼容的。专业人士在实施过程中，需要进行系列的策略来最小化潜在的负面影响。

### Technological Risk

硬件和软件复杂性长期以来一直被视为重要问题。9-10 在健康护理领域，计算机和医疗信息学文献。一个基本的风险维度，对于任何IT项目而言，就是技术和政治风险。根据所提出的框架，我们可以将风险分为四个其他维度：即：个人风险，软件风险，管理风险和战略/政治风险。根据定义，这种方法反映了在大多数IT文献中，风险评估方法在考虑负面后果时的差异，导致管理目标和用户期望。

### Hardware and Software Complexity

信息技术和软件的复杂性长期以来一直是一个问题。9-10 在健康护理领域，计算机和医疗信息学文献。一个基本的风险维度，对于任何IT项目而言，就是技术和政治风险。根据所提出的框架，我们可以将风险分为四个其他维度：即：个人风险，软件风险，管理风险和战略/政治风险。根据定义，这种方法反映了在大多数IT文献中，风险评估方法在考虑负面后果时的差异，导致管理目标和用户期望。

### Table 1: Risk Dimensions, Risk Factors, and Empirical Support

<table>
<thead>
<tr>
<th>Risk Dimensions</th>
<th>Risk Factors</th>
<th>Empirical Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technological</td>
<td>Lack of a standard computer-based patient record system</td>
<td>Ahmad et al. 2002; Barki et al. 1993; Doolan et al. 2003; Ferratt et al. 1996, 1998; Miller &amp; Sim 1994; Morrell &amp; Ezingaarde 2001; Overhage et al. 2005; Payton &amp; Ginzberg 2001; Sherer &amp; Alter 2004</td>
</tr>
<tr>
<td></td>
<td>Lack of a secure and reliable network</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Use of diverse and incompatible hardware and software (need for system integration)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lack of local knowledgeable IT resources</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Resistance to change in general</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lack of computer skills and knowledge</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Prior negative experiences with IT projects</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unrealistic expectations</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lack of perceived system usefulness</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Misalignment between system and local work practices (individual and inter-professional levels)</td>
<td></td>
</tr>
<tr>
<td>Usability</td>
<td>Lack of perceived system ease of use</td>
<td>Ahmad et al. 2002; Anderson &amp; Aydin 1997; Baccarini 2004; Davis 1989; Doolan et al. 2003; Kukafka et al. 2003; Lee et al. 1996; Overhage et al. 2001, 2005; Shu et al. 2001; Siau 2003; Sicotte et al. 1998ab; Van Der Meijden et al. 2003; Venkatesh &amp; Davis 2001; Weiner et al. 1999</td>
</tr>
<tr>
<td></td>
<td>Lack of perceived system ease of use</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Misalignment between system and local work practices (individual and inter-professional levels)</td>
<td></td>
</tr>
<tr>
<td>Managerial</td>
<td>Insufficient human, equipment and financial resources</td>
<td>Ahmad et al. 2002; Jarvenas &amp; Yves 1991; Kanter 1983; Sherer &amp; Alter 2004; Zaltman et al. 1973</td>
</tr>
<tr>
<td></td>
<td>Inadequate project team members’ skills and knowledge</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lack of top-executive support</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unrealistic project schedule</td>
<td></td>
</tr>
<tr>
<td>Strategic &amp; political</td>
<td>Misalignment of partners’ objectives and stakes</td>
<td>Ferratt et al. 1996; Morrell &amp; Ezingaarde 2001; Overhage et al. 2005; Payton &amp; Ginzberg 2001; Sherer &amp; Alter 2004; Stead et al. 2005</td>
</tr>
<tr>
<td></td>
<td>Interorganizational conflicts</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Power/political games</td>
<td></td>
</tr>
</tbody>
</table>

### Conclusion

通过研究，我们可以看出，实施障碍是一个复杂的过程，需要一系列的手段来最小化负面影响。实施障碍是管理者、临床医生和IT专家需要面对的重要挑战。在追求这一目标过程中，本文提出了风险分析框架，并讨论了五个不同的风险维度，我们将根据这些风险维度进行分析。
Human Risk
Resistance to change is a phenomenon so pervasive and widely recognized that it scarcely requires documentation. Previous IT research has revealed that the major concerns include the users’ openness to change, users’ attitudes toward the new system, and users’ expectations. From this perspective, organizational history or memory of previous technological initiatives might affect the way a new technology is framed and hence have an influence on the extent of implementation success. Also, previous IT research underlined the importance of users’ computer skills and knowledge, and user ownership. Indeed, IT project risk increases as the project team’s familiarity with hardware, operating systems, databases, application software, and communications technology decreases. IT research specific to physicians and other health care professionals shows similar results. Physicians have long been accused of being reluctant to use computer-based information systems and several studies have shown evidence of computer resistance among physicians. Therefore, physicians and other health professional users should be recognized as having a major influence on ICIS implementation risks, particularly when one takes into account the high level of responsibility and autonomy given to professionals in their practice.

Usability Risk
Perceived usefulness represents one of the most studied constructs in the IT literature. Davis (1989) defines it as the “degree to which a person believes that using a particular system would enhance his or her job performance.” This risk factor should be especially important in the case of sensitive organizational activities such as clinical care. In this context, validity, and pertinence of information should be of paramount importance as well as factors such as system downtime and display speed. In the same manner, another important factor in the literature is the extent to which the new system is perceived as user friendly. The complexity of interface development remains one of the barriers to widespread diffusion of the computer-based patient record. Furthermore, substantial investments in IT have delivered disappointing results, largely because organizations tend to use technology to mechanize old ways of doing business. Simply laying technology on top of existing work processes trivializes its potential. To assure the effective use of the technology, organizational redesign must become synonymous with system deployment. The implementation of clinical information systems carries certain risks in this domain, especially if it interferes with traditional practice routines. This is often the case for implementation of electronic data entry which often implies a time consuming activity for the clinical team, particularly the physicians. Thus process redesign is a significant risk factor that should be planned with a view to offering the greatest possible added value to all users. Finally, it is important to underscore that the perceived usefulness risk needs to be assessed not only in terms of its alignment with local clinical business processes but also with interorganizational business processes.

Managerial Risk
In an ideal IT project situation, all of the necessary resources are made available as needed. These resources include not only money, but also people and equipment. In this respect, selecting and assembling a group of people with enough power to lead the change effort and encouraging the group to work together as a team are two important factors exercising a high influence on the project outcome, especially in complex organizations such as health care establishments. The leading group, composed of consistent and dedicated staff, must create a vision to help direct the project and develop strategies to help achieve the set goals. From this perspective, upper executive support represents a meaningful factor that can also diminish managerial risk. Associated with these elements, the time frame in which the health information project needs to be executed is also a barrier to successful implementation. ICIS projects, like most large transformation ventures, risk losing momentum if there are no short-term goals to meet and celebrate. Without short-term wins, too many people might give up or actively join the ranks of those who have been resisting change. We expect these factors to hold true in the ICIS context where several organizations need to act together.

Strategic/Political Risk
ICIS implementation projects pose numerous strategic difficulties. The collaboration of several groups of professionals and organizations is essential in a context in which the amplitude of organizational change is high and in which the demands on human and financial resources are great. Political factors arising from conflicting professional and organizational interests and objectives will tend to impede the progress of network implementation. In this context, the degree of participation and adherence of each participating group and organization is influenced by the value associated with the collective project with regard to their own objectives. A strategic stance is needed so the project may pursue common objectives. This is particularly true in a context in which antagonism or enmity may easily occur between parties as a result of misunderstandings, unanticipated changes in the scope of the project, missed or delayed delivery dates, or other disputes that may polarize partners into opposing camps.

Methods
Given that the implementation of interorganizational information systems is a complex process involving multiple actors and that it is influenced by events that happen unexpectedly, qualitative methods were used to identify a broad range of risk factor issues and to generate useful insights for theory building. In terms of study design, an extensive review of the IT and medical informatics literature was first conducted. This was necessary in order to elaborate a comprehensive model of project risk factors suitable for the implementation of ICIS projects. Then, in line with Eisenhardt’s (1989) work, these risk factors were used as a starting point to conduct a multiple-case study to empirically identify risk level variations during the implementation stage and study the links of these variations with implementation success. ICIS projects vary in scope, formality and expected outcomes. According to the Markle Foundation’s Connecting for Health, interorganizational networks can be differentiated by several factors outlined in Table 2, including: provider or system network, type of technology solution,
and targeted users. In the present analysis, two longitudinal case studies of ICIS implementation were conducted. The first case took place over a 3-year period while the second occurred over a 2-year period. The study was approved by the appropriate institutional review boards.

The first case, referred to as the Rainbow Network, consisted of an interorganizational results reporting system primarily aimed at accelerating the transmission of health data within a health information network composed of seven organizations serving a pediatric clientele in Quebec, Canada (Table 2). These organizations included a large pediatric teaching hospital, the pediatric departments of two mid-sized adult community hospitals, and four affiliated pediatric medical clinics. A total of 39 pediatricians volunteered to use the new system during a seven-month demonstration period. The second case study, referred to as the Primary Care Network, involved a similar interorganizational results reporting system, also located in Quebec, Canada (Table 2). The network consisted of ten medical clinics in which 105 GPs agreed to participate as users of the new system. IT solutions were respectively provided by a major computer systems supplier in the first case and by a small IT firm specializing in medical informatics in the second one. These systems were subcomponents of larger interorganizational Electronic Medical Record (EMR) systems. More precisely, the health data exchange in both projects was limited to results reporting of laboratory tests and radiology exams. Physician ordering was forecasted in a subsequent implementation phase. Both technological solutions relied on a data warehouse infrastructure able to combine individual patient health data already contained in the existing legacy computer systems of the participating organizations. Several technical interfaces had to be developed to compensate for the lack of data standards between the proprietary systems and the data warehouses.

A unique network identifier was also attributed to each patient to ensure that patient matching and medical terminology used in particular organizations was recognized by the network system through the development of an interorganizational master patient index and a shared medical thesaurus. Interorganizational data exchange was technically feasible between the participating organizations because they all had access to a proprietary high-band secure intranet previously deployed by the Quebec Department of Health. The exchange of clinical data was further secured to the extent that each user needed a password and access to the system was restricted to dedicated workstations. The implementation objectives were similar in both projects: the participating physicians were expected to use the new system in their clinical practice on a regular basis.

The two ICIS projects were significant cases because of their importance and for the corresponding efforts they generated in terms of project design and implementation. Indeed, both cases consisted of the largest initiatives undertaken at the time within the Quebec Health Care System to develop integrated health care networks. The Rainbow project was financed by both the Quebec Health and Industry Departments. The relevance from the point of view of the Industry Department was to financially support an emerging growth sector of the economy, while the Health Department aimed at supporting an essential organizational model in the spirit of the reform promoting greater continuity of care. The Primary Care Network also benefited from substantial state support. Within a National Canadian initiative aimed at developing interoperable EMRs across Canada, both the federal government and Quebec’s provincial authority—provincial authorities are responsible for delivering health care according to the Canadian constitution—invested in the project. Given their scale, both projects enjoyed high public visibility in the health care industry where they were perceived as major innovations. In summary, both ICISs were large-scale projects with sufficient investment in financial and human resource terms to give birth to meaningful interorganizational clinical health information network building initiatives. Additionally, a portion of each project’s budget was set aside as a research grant for the academic research team, which we headed, responsible for conducting an independent and thorough implementation evaluation. As such, we had access to all of the material necessary to conduct the present cross-case analyses.

A similar data collection strategy was pursued in both cases. Multiple sources were used. First, semi-structured interviews were carried out with several users and project team members who participated in the development and implementation of the systems. A total of 52 interviews were conducted for the Rainbow Network project (27) and the Primary Care Network project (25). Second, structured questionnaires were used to measure users’ attitudes toward, and satisfaction with the new system. These questionnaires were distributed to all participating users before and after system deployment (quantitative results not reported here). Third, system usage was objectively measured using the log history journal of both systems. This very robust and non-intrusive measure allowed us to identify each user and to

<table>
<thead>
<tr>
<th>Name of project</th>
<th>Rainbow Network</th>
<th>Primary Care Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of IT system</td>
<td>Regional EMR data warehouse</td>
<td>Regional EMR data warehouse</td>
</tr>
<tr>
<td>Network size</td>
<td>7 organizations</td>
<td>12 organizations</td>
</tr>
<tr>
<td>Targeted users</td>
<td>39 pediatricians</td>
<td>105 general practitioners</td>
</tr>
<tr>
<td>Project length</td>
<td>40 months</td>
<td>26 months</td>
</tr>
<tr>
<td>(Ending date: June 2004)</td>
<td></td>
<td>(Ending date: December 2003)</td>
</tr>
<tr>
<td>Total budget</td>
<td>11 Million $ (Cdn)</td>
<td>14.8 Million $ (Cdn)</td>
</tr>
<tr>
<td>Project success</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Technical</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>• Adoption/Use</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>• Respect of schedule</td>
<td>Low</td>
<td>Moderate</td>
</tr>
</tbody>
</table>

Table 2 • Profile of the Case Studies
determine the frequency and duration of each work session with the new system. Fourth, data were collected through observation during steering committee and user committee meetings. Lastly, all documents relevant to the present study, including organizational charts, administrative documents, minutes of meetings, newsletters, and training material were also collected and analyzed for both cases.

We began data analysis with a thorough analysis of each case and then conducted a cross-case comparison to develop the theoretical insights used for theory building. This comparison was especially relevant given that the circumstances created a situation of contrasting cases. Indeed, the first case was considered a failure while the other led to a successful implementation, as reported in Table 2. This situation offered a unique opportunity to analyze the links between the risk factors and implementation success in a contrasting fashion. Finally, in an effort to synthesize the results of a rich qualitative analysis, we assessed the risk levels of the five dimensions of risk on a five-level scale varying from “Very Low” to “Very High.” Each of these risk levels was determined for each ICIS project at two critical moments: at project onset (the initial risk level) and at the end of the implementation phase (the final risk level). The difference between the initial and final risk levels indicates the relative performance of each network in overcoming a threat. To ensure the validity of this risk assessment, various methods were used. The diverse and rich sources of data used for our case studies allowed us to use a triangulation method in the assessment of the degree of risk. Also, the two principal investigators independently conducted a risk assessment analysis of each case. This process resulted in a few minor discrepancies that were later resolved by consensus. The results of the risk assessment were presented to, and validated by, the management team of each project at the end of the experimentation period. In this paper, we report the main elements that support the risk analysis assessment conducted in each project. The reader can judge the soundness of the risk levels attributed to each risk dimension in both cases.

**Results**

Prior to presenting the results of the risk analysis, the evidence that allowed us to determine the level of implementation success is presented. First, both cases can be qualified as successful in technological terms to the extent that both electronic network data transmission infrastructures were made operational and usable during the course of the implementation process. However, the level of success was very different in terms of the physicians’ adoption and use. The Rainbow project failed to meet its own expectations. The use of the results reporting system was mainly limited to the teaching hospital where 13 physicians out of 22 occasionally used the new system on a weekly basis. In the other organizations, use was even more disappointing. In one of the community hospitals, only one of the physicians occasionally used the new system while none were able to use it in the other simply because the system had not been deployed in time. None of the physicians used the new system in the four clinics. In these clinics, the medical secretaries used the system but only to print the data that was, as always, filed in the paper file. In contrast, physician use of the new system was far more impressive in the Primary Care Network. In the eleventh month following deployment, 69% of the physicians were using the new system intensively. Since the end of the data collection, the evolution of both projects has been consistent with their respective initial paths. On the one hand, the Rainbow project still allows the exchange of patient information among the seven health care organizations but physicians’ use remains anemic. On the other hand, the number of users in the Primary Care Network has expanded both in terms of physicians (from 105 to 130) and medical clinics (from 10 to 13).

The risk analysis is summarized in Figure 1. On a five-level scale, the initial risk levels (represented by circles) and the final levels (represented by squares) for each project are shown. The difference between the initial and final risk levels indicates the relative performance of each network in overcoming its own risk.
Technological Risk
As depicted in Figure 1, technical feasibility was perceived as a main challenge in both projects. The initial high level of risk was principally associated with the newness of the network software and infrastructure. At the time, interoperable EMRs were not widely used in the Canadian health care industry and network or shared EMRs were far less widespread. Several vendors offered electronic solutions but none had gained enough market success to ascertain their long-term viability. The number of failures and business bankruptcies was still high. In the same manner, the novelty of the interorganizational health information infrastructure was perceived as risky in terms of network reliability and security, especially in a context in which data integration needed to be achieved between the various existing IT systems of several organizations.

Accordingly, the largest part of the implementation effort in terms of time, money, and human resources was investment in the acquisition, set up of project parameters and installation of the network solution and infrastructure. There was a clear need to hire outside experts in IT to compensate for the in-house resource shortage both in terms of the number of IT specialists and the level of expertise. In addition, both projects chose a technical solution to diminish their risks. Both systems were data warehouse solutions that were able to integrate within a sole database the data of different systems. This technological solution thus offered the possibility to keep in place all the existing systems of the participating organizations. The project’s overall cost and the scale of organizational change were thus accordingly diminished. However, this solution carried its own risk due to the lack of a common data standard that would have made possible the transfer of clinical data between the existing systems and the new network data warehouse. In this way, because the legacy systems in place did not support HL7, a relatively new data standard created to this end, homemade technical interfaces had to be developed. This risk led to different implementation outcomes. In the Rainbow project, the complexity of the work was underestimated and the schedule did not allow enough time for its completion. The development of the technical interfaces trailed behind and the project suffered a twelve-month delay. The final deadline was missed, and although the integration of clinical data was possible, the cost was high in terms of time delay, additional budget, and user perception. The last impact was especially negative in terms of physicians’ adoption and use, and consequently implementation success was severely impaired.

Despite being confronted with the same level of initial risk, the Primary Care Network project made a more realistic implementation plan. Its time frame and efforts were more aligned with the complexity of the task and the technical interfaces were developed according to the planned schedule. The risk level was diminished and the users’ commitment to the project remained unaffected. The implementation outcomes were accordingly more favorable in terms of physicians’ adoption and use of the new system.

Network infrastructure risk was well managed in both cases. The use of external expertise, as well as the presence of a pre-existing secure and reliable telecommunication network, was helpful for conceiving and deploying the infrastructures. Indeed, an earlier massive IT investment made by the Quebec Department of Health had given them access to a proprietary high band secure intranet. Interorganizational data exchanges were thus technically feasible before the launch of both projects.

Human Risk
Resistance to change has been regularly invoked as a factor explaining electronic clinical information systems implementation difficulties among physicians. This was not the case for the projects under study, at least not at the outset. First, it must be stressed that all the physicians agreed to participate in the implementation stage on a voluntary basis. Accordingly, physicians’ initial expectations and attitudes were positive toward the new system. The physicians thought that the new system was likely to offer improvements on the usual paper system. However, at the same time, they were realistic about the large efforts needed to carry out this change and their collaboration was not taken for granted. They were ready to make efforts but, at the same time, they had specific expectations about the pace of the implementation progress and the performance of the new system since they had experienced IT failures in the past. Indeed, the Rainbow Network’s teaching hospital had suffered a recent unsuccessful EMR implementation, while the Primary Care Network had undergone a similar failure during the implementation of a regional health smart card system. Thus, the initial level of human risk was relatively moderate in both projects to the extent that user resistance was weak and their expectations were realistic.

However, despite similar initial human risk levels, the implementation efforts were different. The Rainbow Network project efforts were very limited in terms of their relations with the system users. First, a committee of physicians was formed to analyze their information requirements but their modification suggestions were never really taken into account. The consultation was conducted very early in the implementation process and the physicians had a vague vision of the new system and the context of use remained undetermined. Thus the committee’s impact was not effective in the set up of system parameters. Secondly, a physician from the teaching hospital was recruited to act as a project champion. But, the strategy was unsuccessful to the extent that his influence on the physicians remained solely limited to his own hospital and his efforts to modify the new system were in vain. In fact, this physician acted more as a project opinion leader than a system champion.

In stark contrast, the Primary Care Network project made impressive and continuous implementation efforts to build strong and continuous relations with the physicians. In each participating clinic, a physician acted as project champion. Their responsibilities were numerous: detailed clinical information analyses; experimental use to test the system interface in laboratory settings; configuration of the new system adapting it to their respective clinics’ needs; and acting as “super users” to help their own colleagues. All these activities gave them a very good understanding of the new system and their requests for system modifications were taken into account and often implemented. Thus, the users really influenced the implementation process.
These differences between the two projects in terms of human risk awareness and management led to opposite implementation outcomes. As shown in Figure 1, the Rainbow Network suffered an increase of its human risk level while the Primary Care Network succeeded in diminishing its own risk level. During the course of the implementation, the level of skepticism increased among the physicians of the Rainbow Network while the Primary Care Network physicians became increasingly confident in the success of the new system. Furthermore, several Primary Care Network physicians, namely the project champions, developed a significant sense of ownership vis-à-vis the new system.

Usability Risk

Initially, the awareness of the project management team regarding the importance of the usability risk was low in both projects. The physicians’ perception of the usefulness of the new system was taken for granted and only the system’s user friendliness was perceived as a significant risk factor. During the course of the implementation, the former became a major issue while the latter did not entail negative implementation outcomes to the extent that both systems were deemed easy to use by the physicians.

At first, the strategy to use a data warehouse type of results reporting system was a good move. The existing systems offered a way to access large amounts of electronic data, such as laboratory and radiology results. The level of usability risk was thus relatively low. But, in the course of the implementation process, the usefulness of the new system became a major issue that was managed differently for each project, resulting in an opposite variation of the level of risk. The implementation success measured in terms of physician use was severely impacted. The system’s usefulness to the physicians became a critical risk in two domains: information usability and work usability. The former corresponded to the information content offered by the ICIS application. The latter concerned the alignment between the electronic system use and the physicians’ work routines.

The analysis showed three dimensions belonging to information usability: data scope, quality, and critical mass. First, the reduction of the scope of available data to laboratory and radiology results was well accepted by the physicians, reducing technological risk while offering enough system usability. Despite their expectation for a more complete ICIS, the physicians accepted this solution as temporary and the level of usability risk remained low. The second issue was in relation to data quality that was of paramount importance for the physicians. Fortunately, this risk factor also remained low in the course of the projects. Once again, the choice of a data warehouse technology meant that the clinical data were directly transferred as is from the existing systems. Users’ prior positive confidence in the quality of the data was transferred to the new system. It was the third dimension of information usability that made a difference. The critical mass of information was an important cause for concern given the physicians’ expectations in both projects for a results reporting system that offered laboratory and radiology results for all of their clientele. In the Rainbow project, to counter external stakeholder concerns regarding confidentiality issues, it was decided to develop a state-of-the-art, stand-alone electronic system aimed at managing patient consent and ensuring information sharing across the inter-organizational network. Unfortunately, the new system development incurred severe delays and the patients’ consent recruitment campaign began late so too few patients had the chance to give their consent. Consequently, the number of patients for whom information was made available in the network database was not sufficient to interest the physicians. In contrast, although the Primary Care Network was confronted with similar external stakeholder pressures regarding confidentiality issues, they kept their focus on usability and worked to improve the security functions already existing in the IT vendor system. Although the security level of their project was weaker than the one reached by the Rainbow project, their solution was quickly made operational. They obtained the patients’ consent in time and consequently their network database offered information for almost all of the patients. The physicians using the new system were thus sure to have the information they were looking for.

The second usability risk issue that had a significant impact concerned differences between the physicians’ usual work routines and the new ones introduced by the use of the results reporting system. The Rainbow Network project adopted a minimalist implementation strategy and decided to simply ask the physicians to use the new system without giving them any additional support. All of the existing business processes supporting the patient paper system were left in place. It was a risky strategy to the extent that it remained much easier and less time consuming for the physicians to use the old paper system, particularly since it offered all of the information for all patients. In this manner, the low level of perceived usefulness both in terms of information usability and work usability fueled an anemic use of the new system.

In contrast, the Primary Care Network project team was more proactive in its implementation efforts. Even before its deployment, the application’s usability was tested among future users, in a simulated environment. These tests led to several corrections to the software in order to better satisfy users. A similar proactive approach was adopted at the very beginning of the implementation to quickly solve a problem of response time. Poor response time was a serious usability risk that had a negative impact on the time spent by physicians using the new system. The project team made intensive efforts to remedy the situation with such actions as software optimization, upgrading clinical information systems, and even the replacement of the network server. In fact, the project management team acknowledged throughout the implementation that the usability problem was unbearable from the users’ point of view and that a solution needed to be found at all costs. Accordingly, significant modifications were made to the application to render it more usable and user friendly. In this manner, the usability risk was greatly overcome. The risk even decreased during the implementation process. Despite the implementation difficulties, physicians continued to participate because they saw that no efforts were being spared to find solutions to their problems.

In summary, the initial level of the usability risk was similar in the two projects but a different attitude toward risk management during implementation affected the outcome.
In fact, the two projects resulted in different implementation outcomes in large part due to contrasting achievements in usability risk management.

**Managerial Risk**

So far, the analysis has shown that ICIS projects’ risk levels evolve in accordance with the project management teams’ attitudes and actions towards risk. The quality of the management team is thus a potential risk in itself. It needs to be taken into account if one wants to conduct a thorough analysis of risk.

The analysis showed that the managerial risk was initially high in both cases. Three risk factors were mainly at play: team size, variety of expertise, and time constraints. The comparison of the two cases revealed that these factors interacted with one another during the implementation process and were significant in affecting the levels of project risk and, consequently, the implementation issues. On the one hand, the Rainbow management risk increased during the implementation process because the project management team in comparison with the Primary Care Network team was smaller, possessed less expertise both in terms of IT and project management, and had far less time to devote to the management of the project. The Primary Care Network managerial efforts were more intensive and consequently more responsive to project risk. Their project management team was larger, composed of full-time employees dedicated to the project who offered broad IT and project management expertise.

These differences in the composition and time availability of the project management team explained the imbalance in terms of implementation efforts observed between the two projects. The more homogeneous composition of the Rainbow Network team diminished the depth of its risk awareness. Because of its smaller size, the team’s efforts were monopolized by technological problems at the expense of other important risks, namely the human and usability risks. Also, its small size made it vulnerable to changes in personnel. Accordingly, the departure of a key team member at mid-project term entailed severe perturbations in the project’s implementation.

The analysis also revealed two other factors that caused an increase in the level of managerial risk. From the beginning, the schedule and budget for both projects were very tight, especially considering the inherent complexity of implementing first-time IT projects aimed at multiple organizations.

**Strategic/Political Risk**

While the installation of an information network infrastructure is considered a technological risk, the development of collaborative relations between several organizations is considered a strategic/political risk. From the start, the two projects were considered high-risk. The analysis showed that it was the network’s diverse composition rather than its size that affected risk levels. Due to the experimental nature of both projects, the number of organizations was rather small and quite manageable, however, network homogeneity made a significant difference between the two cases. The Rainbow Network was more heterogeneous in terms of organizational size and mission. The network brought together a large teaching hospital and small clinics that exclusively treated children and two community hospitals that principally treated adult patients. In comparison, the Primary Care Network, composed solely of GPs, was far more homogeneous. Further, the Rainbow Network organizations were spread across three different health regions while the Primary Care Network brought together GPs practicing in the same region, who were members of the same regional chapter of the GPs’ national professional association. In summary, differences were far less reconcilable in the Rainbow Network than in the Primary Care Network. Thus, network cohesion and consequently implementation outcomes were impacted. The level of strategic/political risk remained high in the Rainbow Network while the Primary Care Network managed to diminish this risk over time as shown in Figure 1.

**Discussion**

The study findings add several new perspectives and practical insights to the existing body of knowledge in the field of medical informatics. First, the analysis shows that project risk analysis is a helpful tool to assess this type of project. The validity of the proposed framework appeared very robust for each of the two cases studied. The study framework was composed of five risk dimensions and was adequate to conduct a thorough analysis of risk. The analysis did not reveal any phenomena associated with project risk that we could not classify within the typology. The list was complete while remaining parsimonious. In addition, the specificity of the proposed factors was satisfactory. The risk factors were both specific and easily distinguishable from one another.

Secondly, the presence of several types of risk shows that project risk analysis is fundamentally multidimensional. This supports a finding regularly identified in the IS literature. The framework strengthened the stance that a deterministic view of technology as the main and only driving force behind change fails to grasp the complex reality of an IT project. The risk analysis showed that the technological aspect covers only one dimension of project risk. The four other risk dimensions are essential to understanding the dynamics of implementation. In the same manner, the results also clearly demonstrate that a thorough analysis of risk is helpful to account for human factors that will affect implementation. The impact of the usability risk in both projects with respect to implementation success underscores this result. Although it is true that the success of an implementation process lies in the availability of a sound and effective technology, this dimension alone is insufficient. The other risk dimensions are equally important. In other words, even if technological risk remains an essential condition for success, it is inadequate on its own.

In this manner, the importance given to the other risk dimensions allows for a more thorough analysis and to clearly establish the necessary corrective actions. From this perspective, we believe that a thorough analysis allows better distribution of the implementation efforts. To be successful, it is important that these efforts be distributed proportionally according to the importance of each of the risk factors. Furthermore, because the risks evolve dynamically, there is a need for high responsiveness to emerging implementation problems. Implementation success lies in
the ability of the project management team to be aware of and to manage several possible threats simultaneously and coherently since they evolve dynamically through time and interact with one another. Thus, to be successful, the project management team needs to demonstrate flexibility in implementation management.

The research results also show that project risk analysis is a helpful tool for increasing the level of implementation success. In terms of practical insights, the results suggest that successful ICIS implementations require a proactive stance where the implementation risks must be anticipated as early as possible. To do so, an analysis of the implementation situation at the start of the project should help in the anticipation and clear identification of the upcoming challenges. Furthermore, risk factors are dynamic and evolve over time. Accordingly, the risk analysis should be dynamic and constant throughout the implementation stage. Health care managers could use the multi-level risk framework presented in this study as a checklist to guide their assessment of the ICIS implementation scenario. A comprehensive vision of the entire project is needed. The implication of key actors with complementary knowledge and expertise fully dedicated to the project is of key importance. The management team’s challenge is to preserve the fundamental characteristics of the project while being flexible and innovative so as to conciliate multiple and divergent issues emerging at various stages of project implementation. It may be tempting to suggest that all of the implementation risks encountered reflect a failure to plan properly for the implementation of change. However, many examples have shown that organizations that rely solely on prepared, detailed plans still fail. The findings suggest that a good plan should start with the challenges or risks to be overcome, rather than with the actions to be taken and the decisions to be made. In other words, before thinking about how to implement such systems, it is important to spend some time analyzing the existing situation which dictates the issues to be addressed and risks to be surmounted.

Lastly, the analysis of both cases also showed some interdependence between the risk factors, since ripple effects from one risk factor to another were observed. For instance, the technological, human, and usability risks appeared especially prone to closely interact. This suggests that risk dimension interdependence needs to be more thoroughly investigated. While such an analysis is outside the scope of this paper, we firmly believe that a next step would be to develop a process theory of IT risk management. We encourage researchers interested in this phenomenon to pursue their efforts in this direction.

Conclusion

ICISs make it possible to store and retrieve patient medical information in ways that were previously not feasible. It is an important tool for helping a community to improve continuity of care while controlling costs. However, the risks to the development and acceptance of interorganizational systems are significant as shown in the cases reported here. In short, health care organizations participating in such complex projects should assess their readiness for data sharing by conducting a rigorous review of their technological, human, and usability capabilities. They must also evaluate the ability of local leadership to spearhead the effort and the anticipated difficulties of securing cooperation among institutions. We firmly believe that each of these elements represents a critical success factor in building and managing ICIS projects. Clearly, additional case studies must be conducted to increase the validity of the findings of this study. Future research efforts should be pursued in order to explain how risk factors interact and how they influence ICIS project outcomes. Although managers and clinicians in other communities can learn from the experiences described above, they should carefully consider how their own reality differs from the one presented here. Other researchers could build upon the risk framework developed in this study in order to help community leaders and managers better understand the risks they will face and the steps they will need to take in order to deploy successful ICISs.
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